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Document Vision and Scope

Document Vision and Scope

The pumpose of this document is to provide a better understanding of how message routing and
transport works in Microsoft® Exchange 2000 Server.

After reading this document, you should understand how to design and deploy routing groups, how to
link routing groups, and how link state informationis replicated across an Exchange organization. In
addition, this white paper discusses how you can customize message transportusing your own code.

Thisinformation should be partof yourleaming cyde for Exchange 2000 Sertver. To gain a full
understanding of the other technologies Exchange uses, read the other documentsin this selies:

PT 100 — Windows 2000 and Exchange 2000 ServerT eminology Primer

» PT101 — Deploying Active Directory Connector

» PT102 — Exchange 2000 Server Directory Access and Integration with Windows 2000
» PT103 — Exchange 2000 Server Co-existence and Upgrades

e PT105 - Understanding Exchange 2000 Server Storage Technology

* PT106 - Deploying Exchange 2000 Server Real-ime Collaboration Services

e PT107 - Collaboration with Exchange 2000 Server

Note The information in thisdocumentis based on Microsoft Windows® 2000 Release Candidate 2
and Microsoft Exchange 2000 Server Beta 3.
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Introduction

Introduction

Exchange Server Message Transport

Any messaging system that must be fast, scalable, and reliable depends on a strong undetying
transpotit and routing engine. This core componentis fundamental to the operation of an enterprise
messaging system with users who maybe distributed around the wodd. Without an intelligent transport,
messaging sernvers function independently of one another.

Eatier versions of Exchange incorporated a rich message transfer agent (MTA) builton the X.400
standard. Exchange site boundaries defined the message routing topology in which information was
routed with a gngle hop through remote procedure call (RPC) communications. Between sites, a
number of connectors could be deployed to enable messaging, ranging from Site Connectorsthatused
RPC to X.400 connectors and Dynamic Remote Access Senvice (RAS) connectors.

Exchange 2000 Server builds on the rich heritage of the Exchange MTA butuses a fullfeatured Simple
Mail Transfer Protocol (SMT P) transport for all native communications. The X.400 MTAis still present
in thisnew version of Exchange, and has beenimproved to support additional functionality, such as
Request for Comments (RFC) 2156 MIME Intemet X.400 Enhanced Relay interoperability. However,in
many circumstances, the X.400 MTA isused to connect Exchange with other extemal X.400 systems
rather than for native message transfer between Exchange 2000 servers.

Using SMT P as the native communication method between Exchange servers opens up a number of
newopportunities and eliminates some of the deployment issues of ealier transport implementations.
Forexample, companies with a distiibuted user base normallydesgned their Exchange site models
based on available network bandwidth instead of designing them for convenience of administration.
Thisis because all Exchange servers within a site use RPC to communicate with one another, and low-
bandwidth and highdatency networks are inefident (@nd sometimes unworkable) for the synchronous
nature of RPC. Because Exchange no longer uses RPC to transfermessages, you can devise amore
flexible routing scheme. Additionally, the site conceptis now split into administrative groups and routing
groups, which allows you more flexibility in your administration and routing models.

In addition to usng SMTP as the native transport protocol, Exchange 2000 Sewver featuresa new
routing cal culation engine, which allows the most efficient routing of messagesbased on the current
conditions within the network. Although eallier versionsof Exchange provided backtrack and failover
messaging, Exchange rerouted messageshased on network and server conditionsat the point of
routing. Exchange 2000 Serveruses link state information to transferinformation about the condition of
network and server resources to each messaging serverin the organization so that the best routing
decision canbe made at source.

Exchange 2000 Message Routing 7 Microsoft Corpor ation
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The entire transpott architecture, not only the protocol, has changed in Exchange 2000 Senver. The
following diagram shows the new Exchange transport architecture.

DestMsg
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Administrative and Routing Groups

The site concept in eallier versions of Exchange defined three boundaiies: single-hop routing, a
collective administration unit, and a namespace hierarchy. To provide a more flexible deployment and
administration structure, all three boundaries are separate in Exchange 2000 Server.

* A outing group defines single-hop routing.
* An administrative group defines collective administration.
» The namespace hierarchy exists in Active Directoryin the form of a domain.

An administrator normally works with administrative groups and routing groupson a regular bass.
Logically, outing groups (collections of sewversin which servers send messages to one another
directly) are located beneath administrative groups (collections of Active Directory objects that are
grouped together for the purpose of pemission management), so a relationship exists between these
two entities. Within an administrative group (@ group of Exchange servers that you administerasa
logical collection), you can configure the servers so that some of them route messages to one another
directly and others forward messages toa bridgehead senver. In Exchange Server5.5, the routing and
administration models were tied together.

The configuration naming context within Active Directory storesall administrative group, routing group,
connector, and cost information. Because of this, all routing information isavailable to the entire
Exchange organization because the naming contextis fully replicated (read and wite) among all
domain controllers within the Active Directory forest. However, although every Exchange sewvercan
automatically detect all other servers within the organization, you must still define the connections
between sewers. Thisallowsfor flexible routing.

Exchange 2000 Message Routing 8 Microsoft Corpor ation
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Mixed-Mode vs. Native-Mode Organizations

An Exchange omanization can runin one of two modes: mixed mode or native mode. The mode
conceptis similar to that of Active Directory domainsin which mixed mode allows full com pati bility with
earier verdons of Exchange, and native mode means that all servers have been upgraded to
Exchange 2000 Sewer. However, there isno relationship between the mode of Active Directory
domains and the mode of the Exchange organization; they are independent of one another.

When an Exchange organization isin mixed mode, all administrative groupsare mapped directly to
Exchange 5.x sites, for example, ifan Exchange 5.x deployment consists of50 sites, when you install
Exchange 2000 Server, 50 administrative groups are created in Active Directoty. For com patibility
reasons, you cannot move Exchange servers between administrative groups. Additionally, each
administrative group has one routing group only, the members of which are the Exchange servers you
installin the administrative group. You can create new routing groups within the administration group,
which creates a subsite effect. Additionally, Exchange 2000 serversin the same administrative group
can route messages to each other using the fast SMTP transport; they are notbound by the bandwidth
constraintsof RPC. An Exchange 2000 senver installed in an Exchange 5.x site becomes the Routing
Information Daemon for that site. Although Exchange 2000 servers do notuse a GatewayAddress
Resolution Table (GWART) file for their own routing, one generated and replicated using Active
Directory Connector (ADC). ADCis a Microsoft® Windows® 2000 service that synchronizes the
Exchange 5.5 directory with Windows 2000 Active Directory, allowing you to administer directoriesfrom
Active Directory or the Exchange 5.5 directory senice. Exchange 5.x setvers can route messages to
connectorsinstalled ona computer running Exchange 2000 Server and vice versa. Thisis animportant
capability, because you can use these new connectors without upgrading your entire organization. You
can also continue to use thirdparty connectors (such as Fax) that cannot run on Exchange 2000
Server provided an Exchange 5.5 server still existsin the organization. PROFS and SNADS
connectors (uUsed to connect Exchange with host-based mail systems) are not induded with Exchange
2000.

After you have upgraded all servers in your Exchange organization to Exchange 2000 Senver, you can
switch the organization to native mode. Thisallowsgreater flexibility with routing groups. Multiple
routing groups, with servers from other administration groups can be defined withina single
administrative group, allowing you to refine pointto-point message routing for your organization. You
can also create a single administrative group to hold all routing groups in the omganization, while still
allowing other administrative groups to handle day-to-day administration of the other components on
the server. One of the dgnificant architectural changes between the ste model in eadier verdons of
Exchange and the new groupsin Exchange 2000 Serveris that you can move objects between the
groups using a drag-and-drop operation, providing immediate flexibility when you make changes to the
undeiryinginfrastructure.

The following diagram provides an example how an Exchange 2000 organization can be configured;
administrators in differentgeographic regionsmanage the seners, and a separate team of
administrators manage routing.

+-- Exchange Organization
+-- Administrative Groups
+-- Asia Management Team

+-- Routing Groups

+-- Servers
+-- SINGAPORE-PFO 1
+-- TAIWAN-MBX01
+-- TOKYO-MBXO01

+-- Europe Management Team
+-- Routing Groups
+-- Servers
+-- FRANKFURT-PFO1
+-- LONDON-MBX01
+-- PARIS-MBX01

Exchange 2000 Message Routing 9 Microsoft Corpor ation
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+-- North America Management Team

+-- Routing Groups

+-- Servers
+-- BOSTON-PFO1
+-- LA-PFO1
+-- NEWYORK-MBX01
+-- PHILADEL-MBX01
+-- PORTLAND-MBXO01
+-- SANJOSE-PF01
+-- SEATTLE-MBX01

+-- Worldwide Routing Management Team
+-- Routing Groups
+--Asia
+-- Members
-- SINGAPORE-PFO1
-- TAIWAN-MBX01
-- TOKYO-MBX01
+-- Connectors
-- Backup link to USA West Coast
-- RGC to Northern Europe

+-- Northern E urope

+-- Members
-- FRANKFURT-PFO1
-- LONDON-MBX01
-- PARIS-MBX01

+-- Connectors
-- RGC to Asia
-- RGC to USA East Coast

+-- USA East Coast

+-- Members
-- BOSTON-PFO1
-- NEWYORK-MBXO01
-- PHILADEL-MBX01

+-- Connectors
-- RGC to Northern Europe
-- RGC to USA West Coast

+-- USA West Coast

+-- Members
-- LA-PFO1
-- PORTLAND-MBXO01
-- SANJOSE-PFO1
-- SEATTLE-MBX01

+-- Connectors
-- Backup link to Asia
-- RGC to USA East Coast

+-- Servers

Routing in Exchange 2000 Server

The new routing transport and architecture in Exchange 2000 Server may prompt a new set of
guestions for administrators who are deploying Exchange 2000 Server:

» Do | design my routing groups the same way that | designed Exchange sitesin the past?

» Canlcreate hundreds of routing groups without impacting the rest of the Exchange
organization or infrastructure?

*  Will my routing group design have animpact on any other componentsin Exchange?

* What optionsdo Ihave for connecting routing groups?

* What protocol is used when Exchange 2000 servers exist in the same Ste as Exchange 5.x

servers?

Exchange 2000 Message Routing 10 Microsoft Corpor ation
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* IsSMTPdatagoing to be lamgerthan messages sent with Exchange Sewver55?

» Isthelink state data going to flood myinfrastructure with status messagesif my networkis
continually changing?

An Exchange 2000 Server deployment requires you to approach design and planning differently than
you would with eatlier versionsof Exchange. This document addresses all of these questions.

Exchange 2000 Message Routing 11 Microsoft Corpor ation
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SMTP Transport Core

Windows 2000 IMS Base Transport

Windows 2000 Senerindudesa native Simple Mail Transfer Protocol (SMTP) component called
Intemet Mail Senvice (IMS). IMSis designed asa no-iills implementation of SMTP andis incduded as
patt of the operating system to allow Windows 2000 and other products to use a known, available
transpott. For example, Directory Sernvice (NTDS) replication can be achieved over SMTP, and
Microsoft Office® 2000 can use SMTP for document notifications. T echnically, the new Windows 2000
IMS ispart of Microsoft Internet Information Senvices (1S) 5.0. This new version of SMTPisn'’t
completely new;its historyliesin 11S 4.0 and the Microsoft Commerdial Intemet System (MCIS). SMTP
runsas part of the Inetinfo.exe process.

Although you have minimal control over the base IMS, IMS suppotts many of the ESMT P standards
available induding VRFY, EXPN, DSN, ETRN, SIZE, TLS, AUTH, 8BITMIME, CHUNKING,
ENHANCEDSTAT USCODES, PIPELINING, and RECEIPT.The SMTP engine also supports the
scripting of sinks through Collaboration Data Objects (CDO) 2.0, basicexpansion functionality, and
vittual servers. Messages can be submitted through three mechanisms;

* SMTP protocol through pott 25
» Drop-off directory for formatted files (controllable through ACLS)

« CDO20 (CDOSYS.DLL)

Spedfically, the base IMS does not support ListServer capabilities, the ability to route messages based
on topologylink status, oranyotheradvanced queue management mechanians.

Exchange 2000 Server SMTP Extensions

When you install Exchange ona computer running Windows 2000 Senver, the base IMS isextended—
not replaced—through the use of transportand protocol event sinks. The following list indudes some of
the ways thatinstalling Exchange adds functionality to suppott the enterprise messaging environment:

 Command vemsto SMTP to suppott link state information (X-LINK2STATE)

» Advanced queuing engine

» Enhanced message categotization agent

» Exchange IFS store diiverto allow pickup and drop off from Information Store instead of NTFS

Virtual Servers

Every Exchange 2000 server can host multiple SMTP vittual sewvers. Each vittual serverhasitsown
configuration information, such as bound IP addresses, pott number, and authentication settings. By
default, only one virtual serverispresent on each server, which checks forincoming connectionson
pott 25 of all IP addresses. Using System Manager, you can tune and configure the default virtual
serverto support the configuration you want; for example, you can place a restriction on the virtual
server so that it blocks anonymousaccess or performs reverse Domain Name System (DNS)lookups.

You can create additional vittual serverson the same physical server. In general, you do this to provide
separate options for different messaging senicesand not for scalability purposes, because each virtual
serverismulti-threaded. Scenariosin which you would create multiple vitual serversindude:

» Application data. CDO applications may have to be able to send SMT P messages without
being restiicted by reverse DNS lookup or recipient limits. You can create a separate virtual
server on a differentlistening port to handle this traffic. You control access to each virtual
serverthmough pemissions; therefore, only specific hosts can route messages to a paticular

virtual server.

Exchange 2000 Message Routing 12 Microsoft Corpor ation
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» Firewall or multiple domain hosting. By using multiple virtual sewverson the same computer,
you can tightly control relaying to meet the requirements ofinternal and extemal networks.

* Flexible authentication. You can configure each vittual server to use different authentication
mechanisms (plain text, NTLM protocol, Ketberos version 5).

No matterhowmany virtual servers exist on a single senver, theymust belong to a sngle routing group.
Itisnot possible fora single physcal serverto span multiple routing groups.

Virtual Server Settings

Each virtual serveryou create has parameters that you can set. This section lists the major parameters
and providesexamplesof situations in which you should change the defaults.

Listening for Incoming Connections

By default, a virtual serveraccepts SMTP connectionson pott 25 and listens on each network
interface. When multiple virtual servers are presenton the same computer, each vittual servermust
have adifferentlistening port orbound IP address. For security puiposes, youmay want to block
SMTP connections on certain networks to which the serverisdirectly connected; thisis especially true
for Internet connections.

Connection Settings

Each virtual server acceptsan unlimited number of inbound SMTP connections and creates asmany
outbound connections as required (these are limited by the resources of the computer). In scenatios in
which the Exchange 2000 serverperforms tasks besidesmessage routing, you may want to prevent
the computer from becoming overwhelmed by SMTP connections, and in some circumstances, you
may want to apply a limitation for security reasons. You can set the number ofinbound and outbound
connectionsand their session time-outs (default of 600 minutes) independently.

You can also configure the virtual serverto connect with aport number other than port 25 formakng
outbound connections.
Logging
Messagespassing through the virtual server can be logged a number of ways, induding:
* Nologging
* |ISLog Fle Fomat
* National Center for Supercomputing Applications (NCSA) Common Log File Format
« ODBC Logging
*  World Wide Web Consortium (W3C) Extended Log Fle Format

Access Control

You can secure access to the SMTP pottin several ways when a stringent policy for SMTP message
transferis necessary. Frst, you can require authentication before a message transfer session can be
established; second, you can assodiate a certificate with the virtual server and create a secure channel;
and third, you can allow only specific computers to connect to the SMTP port.

SMTP Relaying

By default, messages canbe relayed through a virtual server; however, this opensup the possibility of
users forging messages from other users. To awvoid this, the capability of the virtual serverto relay can
be dictated by the connecting SMTP dient; for example, you can set the virtual server to disable
relaying unless the incoming messageis from a well-known host (specified by IP address, group IP
address, or domain name).

Exchange 2000 Message Routing 13 Microsoft Corpor ation
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Message Limits

The resources of a virtual server are precious. You can put variousmessage restrictionsin place to
protect the server from becoming overwhelmed. The following list indudes default configurations:

* Message size islimited to 2,048 KB.

* SMTP session sizeis limited to 10,240 KB.

*  Number of messages for each connectionislimited to 20.
*  Number of recipientsfor each message islimited to 100.

You can adjust these parameters to achieve a balance between functionality, flexibility, and
performance. For some companies, limiting the 9ze of amessage to 2 MB is too restiictive, so thislimit
can be raised. Altematively, a limit of 100 recipients in the message header might produce excess
network traffic and you mayneed toincrease it.

When there are more recipientsin the header ofa message than the number you configure on the
vittual server, multiple messagesare generated; for example, if amessage isaddressed to 150
recipients, the routing engine transfers two identical messages: one for the first 100 recipientsand
another for the remaining 50 recipients. The split isinvisible to recipientsbecauseit occursonly on the
Request for Comments (RFC) 821 transmission. The RFC 822 enwelope, which is what the user sees
when opening the message, is intact with all 150 recipients showing in the header.

When a virtual sernver handles a constant stream of messagesbetween the same servers, you can
increase performance by 5 to 10 percent by not limiting the number ofmessagesina single
connection.

Message Delivery

Most of the time, each virtual server attempts to delivera message as soon as the message ariivesin
the queue; however, when there isa temporary problem with the next-hop server, orif a
communications failure occurs on the network, the virtual server takesappropriate action, such as
gueuing the message for subsequent retriesor rerouting the message.

If a message isin the queue longer than the period of ime set on the server (the defaultis 12 hours),
the senderis nofified that the message has notbeen successfully delivered. If the message has still not
cleared from the queue after two days, a non-delivery report (NDR)is generated and sent to the
sender.

Reverse DNS Lookup

Because SMTP is so simple, some usersmay use amechanism to forge messages from other users.
To prevent this, you can configure a virtual sernverto perform a reverse DNS lookup on the senderof
the message. If the submitting SMTP dientdoes not belong to the DNS domain that matches SMTP
domain name specified in the Mail From field, the virtual server rejects the message. Unfortunately,
reverse lookups severelyimpact the performance of message transfer and prohibitmessages from
being relayed through multiple hops.

Note that reverse DNS lookupsprovide a partial solution to the problem of forgery. If users need to
velify that the senderidentifiedin the message actually sent the message, you should use digital
certificatesinstead.

Metabase

All Intemet senices, such as Web, SMTP , Fle Transfer Protocol (FTP), and Network News Transfer
Protocol (NNT P), store their configurationsin and retrieve their configurations from a metabase. A
metabaseis a anall database similarto the registry in Windows NT or Windows 2000, which is
optimized for this type of data. Although it is possible that Active Directory could store thisdata , IIS5.0
must be able to work independently, without the need for you to install Active Directory. In an enterprise
environment, to alter the configuration of Exchange 2000 Sewer SMTP, you must modify the metabase
on the local computer directly. Thisis not feasible in the Exchange envimnment because a remote
administrator may need to make the change. To solve this problem, System Manager stores all
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configuration data in Active Directory; however, a componentof each Exchange 2000 server called
Directory Senice to metabase update agent replicatesany configuration data that has changed to the
local metabase. Thisis a one-way replication mechanism.

The metabase can be quelied with the MetaEdit 2.0 tool available in the Windows 2000 Resource Kit.

Advanced Queuing Engine

The Advanced Queuing engine is central to the Exchange 2000 Server SMTP transport. All messages
submitted to the Exchange server (induding local messages) must pass through the Advanced
Queuing engine; for example, whena local user sendsa message, the store process notfifies the
engine that amessage must be routed. The engine ispassed a file handle relating to the message so it
can parse the header. From here, the engine may hand the message to the categorizer, custom event
sinks, and router to get the message onits way. However, after each of these componentsprocess the
message, the component alwayspasses the message back to the Advanced Queuing engine, which
actsas an information controller.

There are two fundamental differencesin the way that messagesare handledin eadier versions of
Exchange andin Exchange 2000 Server. Frst,in Exchange 2000 Server all messages are sent to the
transpott, even when the sender and recipient are located on the same server. This allows custom
event dnkstooperate evenin a dngle-server envionment. Second, the Advanced Queuing engine
reads the message data direcly out of Information Store through a file handle, which enhances
performance. In eadier versionsof Exchange, the message transfer agent (MTA) process physically
copiesthe data out of the store and then transportsit. You can observe this change yourself; messages

sent from an Outlook dlient tend to sit in the Outbox dightly longer than with earlier versions of
Exchange.

Afterthe path of amessage isdetermined, the message goes into a queue for final delivery. You can
guery these queuesusing System Manager. Queue types are as follows:

» Domain queues provide a view, by phydcal domain, of all messages that are destined for the
same SMTP domain.

» Link queues provide a view, by logical link, of all messages that have the same next-hop in the
routing infrastructure.

Categorizer

The message categotization agent pefformslookupsand checks limits and restrictionsin Active
Directory. Additionally, the categorizer handles group expandon. Windows 2000 includes abasic
message categolization agent called CAT.DLL. Installing Exchange 2000 Sewver upgrades this
component toa categorization agent that can read Exchange-spedific attibutes (such as HomeMDB)
in Active Directory. This new functionality isprovided by PHAT CAT.DLL.

On receiving the message bymeans ofan IMSGinterface) from the Advanced Queuing engine, the
message categolizerin Exchange 2000 Server performs several steps:

1. It resolvestheenvelope senderand searches forthat address in proxyAddresses attributes
in the directory senice to resolve the address.

2. It resolvesthe envelope recdipientlist and searches for each address in proxyAddresses
attributesin the directory senice to resolve the address.

3. Ifthe enwelope recipientlistincudes distribution groups (the Windows 2000 equivalent of

distribution lists), the message categotizer expandsthe recipient list to include those members
ifexpansion isallowed on this senver.

For distribution list expansion, Exchange Serer 5.x uses the property Home-MTA for defining
distribution list expandon servers. Exchange 2000 Sener uses the property Home-VSI
(Home-Virtual Sener Instance).

4. |If any recipient cannot be resolved, the message categotizer marks that recipient as unknown.

5. Itappliesany limits for each sender and for each recipient and marks rec pientsapproprately.
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6. It bifurcatesthe message ifmultiple copiesof the message must be created because different
recipientshave different properties set.

An example of thisis when a users sends amessage with a read receipt request to a hidden
group and an additional individual in the To field. Because the membership of a hidden group
should be confidential, read receipts should not be generated. In this case, two copies of the
message are created: one for the single recipientand one for the hidden group, because the
read receipt request must be stipped from the message destined for the hidden group.

Another example in which bifurcation takes place is when a message is destined forinternal
Exchange users and extemal Intemet users. A message destined for an Intemet user must be
in a different format than amessage destined for an Exchange user. Bifurcation occurs on the
source server to which the dient submits the message.

7. It marks each recipient aseither Gateway, meaning that the recipient can be reached through
the MTA, or Local, meaning that the recipientison alocal store.

After categorization, the message goesinto a queue for each destination domain inside the Advanced
Queuing engine.

Router

The routerportion of the transport determinesthe best next-hop fora message. The router uses
information about connectors, costs, and link statesto detemine this.

Store Driver

The base Windows 2000 Intemet Mail Senice (MS) uses the file system asits basic repository for
messages. Thisis nomally referred to as the Mailroot directory, and has folders such as Queue,
Badmail, Drop, and Pickup. To allow complete integration between the SMT P transport and the
Exchange server, Exchange 2000 Server installs a store driver, which allows the transpott to directly
read and write files outof Exchange Information Store instead of NT FS. The Mailrootdirectory still
exists, although itis relocated to the \Exchsrvr directory when you install Exchange.

Transport and Protocol Event Sinks

You can extend the SMTP transport and protocol by usgng event sinks, which are piecesof code that
activate ona predefined tiigger, such as receiving a new message. Essentially, you can use any
programming language that is compatible with COM to write an event sink. After you write the event
sink, you register it with the transport through bindings, which are storedin the metabase. There are
many events for which you can register event sinks. Some are available for Collaboration Data Objects
(CDO) programmers (suchas ISMTPOnArrival) through Microsoft Visual Basic®, Visual Basic
Sciripting Edition (VBSciipt), and C++, whereasothers are more lowdevel (such as customizing
messages when they gointo or come out of the categolizer) and canbe accessed only through C++ or
Microsoft Active Template Library (ATL) interfaces.

Essentially, there are two typesof event sinks in the area of the transportt:

» Transportevents. These are generally used to pass an incoming or outgoing message through
a custom process before storing or relaying the message; for example, the event can alter the
structure of the message, such as adding additional information such as disdaimers, orit can
pass the message toa compression agent before submitting the data to the wire.

e Protocol events. These are used to extend the exising SMTP command verbs for custom
applications orto capture command velb events; for example, a size restriction event can
monitor the BDAT velb to ensure thatlarge messagesare not attempted for transfer. Some
internal components of Exchange are wiitten as protocol event sinks. For example, thelink
state protocol is a protocol sink that adds extra command verbs (such as X-LINK2STATE) to
the core SMTP command language.

Note Exchange 2000 does not include a message compression agent.
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Event sinks can be useful for the following pumposes:

Adding a disclaimer to outgoing messages

Adding a warning formessages coming in from the Internet
A basdc file vius scanner

Compression agent for attachments

Rewriting e-mail domainson outbound messages
Customized message joumaling or message log

Mailing list service

Customized auto-replies

Spam prevention

Overiiding the intemal routing decision (sinks writtenin C++ only)

Implementinga CDO TransportEvent Sink

Because events sinks are sucha poweiful feature of transports, it’s beneficial to consider some

examples of how you can wiite and register an event sink . The following process describes how to
use Visual Basic to wiite and register a CDO event dnkthat checks the file name ofattachmentsin
messagesand then registersit with the transpott:

1.

On the Exchange 2000 server,launch Visual Basc 6.0 and create a new Microsoft ActiveX®

DLL.
Set fundamental properties, such asproject name and class name.
Add the following type library references to the project:
e CDO for Exchange 2000—provides message OnArrival interface

* SenverExtension Objects COM Library—allows caching of your DLL

» ActiveX Data Objects2.5—gets stream properties of the message

» Othersupportlibraiies you need for your code—for example, Microsoft Scripting

Runtime, to interact with the local filing system

Write your code; for example:

‘Thi s event sink checks the nanes of attachnents in the message and
if it finds one called “WRM ZIP" it aborts nessage delivery.

| mpl enent s | Event | sCacheabl e
| mpl enents | SMIPOnArrival

Private Sub | BEventl sCacheabl e_| sCacheabl e()

just return S K whi ch means do nothi ng!

‘ Object will be cached for subsequent use.
End Sub

Sub | SMTPhArri val _OnArrival (ByVal i Msg As CDQ Message,
As CdoEvent St at us)

Di m BodyParts As (DO | BodyParts
Di m BodyPart As CDO. | BodyPart

Event & at us
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Dim flds As ADODB.Fi elds

Event & at us = cdoRunNext Si nk ‘“ normal ly run next sink
Set BodyParts = i Mg. Atachnents ‘ get attachnents
| f BodyParts. @unt > 0 Then ‘ check we have sone

For Each BodyPart |In BodyParts
I f UCase(BodyPart.Fil eNane) = “WORM ZIP” Then
Set flds = i Msg. Envel opeFiel ds

flds(“http://schenas. mcrosoft.conm cdo/ sntpenvel ope/ messagest at us™)
= cdoS at AbortDel ivery

fl ds. update

Event S at us = cdoki pRenai ni ngSi nks *
End |f

Next

End If

End Sub

Ski p ot her sinks

Compile yourcode asa DLL.
6. Register your DLL using REGSVR32 DLLNAME.DLL

7. Register your Snkwith the SMTP virtual server. You can do this usng one of the following
methods:

*  Write code
e Use the Smtpreg.vbs script supplied with Exchange 2000 Senver

e Use the Transport Event Sink Registration Wizard on the Microsoft Platform SDK

As part of the registration, you need to specify a priority between 0 and 32,767 (a lower
number equals a higher prioiity) and a ule (which you can leave blank).

8. Test yourevent snkby sending amessage. Forthisparticularevent sink, you may want to
use Outlook Express to simulate a message coming in from the Internet with an attachment
called Wom.zp.

Performance Considerations for EventSinks

Of the three major programming languages you can use to create your Snk, a DLL wiitten in C++
executes the fastest. Following dosely behind isa DLL wiitten with Visual Basc, and behind that isa
script wiitten with VB Scipt or JSciipt. When possible, avoid wiiting event anks using a scripting
language because they dont suppott eally bindings and are not cacheable. Additionally, consider your
resources to maintain the code as your needs change. Although an event sink wiitten with Visual Basic
may be slower than on wiitten with C++, if many people on your team know Visual Basicit maybe the
best option. Above all, youneed to thoroughly stress test your event sink to ensure that it performs at
the level that you require. Additionally, you need to ensure that your event sink runs well and contains
noerrors. All event sinks are synchronous, which meansthatiferrors exist, event sinks can severely
degrade performance orina worst case scenalio, stop messaging in your Exchange organization.

For moreinformation on transport event sinks, see the Platform SDK CD-ROM, which ispart of
Microsoft Developer Network (M SDN™).
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SMTP and the Client

The dient of choice for Exchange 2000 Serveris Microsoft Outiook, which uses MAPI as a transpott
mechanism. Clients should not send or receive messages differently simply because the native
message transfer protocol isnow SMTP. All rich-text informationis sent in Transport-Neutral
Encapsulation Fomat (TNEF) andis presenved from end to end.

In SMTP, Delivery Status Notifications (DSNs) repott the delivery status of a message. The Exchange
server can translate the standard responsesinto messages that a MAPI dient can read, as follows:

* FAILURE becomes a non-delivery report (NDR)
 SUCCESSbecomes a delivery receipt

Delivery Options for each Domain

Under the Global Settingsnode in System Manager, you can define configuration properties for each
extemal domain that the organization connects to, asfollows:

» Send messagesas Multipupose Intemet Mail Extensions (MIME) or uuencode
» Provide message body asplain text or HTML
* Select MIME and non-MIME character sets
* Send rich-text format
* Select word wrap
» Define allowed typesofmessages: out of office, automatic replies, automatic forward
* Preserve sender'sdisplay name
In eatier versions of Exchange, these settings were based on anindividual IMS, which made

management across multiple servers difficult because these settingshad to be duplicated.

Global Message Delivery Options

Under the Global Settingsnode, you can define company-wide message dze limits (incoming and
outgoing), recipient limits, and options to prohibitjunk e-mail.

Exchange 2000 Message Routing 19 Microsoft Corpor ation



Designing Routing Groups

Designing Routing Groups

Introduction

An Exchange routing group defines a collection of Exchange 2000 servers that communicate directly
with each other through mesh-ike connectivity. Each server may have one or more SMTP virtual
servers and possibly an X.400 MTAand stack defined on it.

Unlike the site conceptin eallier versions of Exchange, you can create and remove routing groupsas
you need to, and you can dynamically alter senice membership. In other words, you can easily change
the entire routing architecture for an organization without reinstalling Exchange. As the undeying
network infrastructure changes when new networklinks are created or upgraded, the Exchange routing

network can also change to take maximum advantage of the change. The only prerequisite for thisis
that the Exchange organization must be in native mode.

The only transport protocol used between Exchange 2000 serversin the same routing group is SMT P.
In a pure Exchange 2000 Server environment, remote procedure call (RPC) connectivityis notoffered
as an option. If youinstall an Exchange 2000 serverin anexisting Exchange 5.x dte, RPCis used
between the Exchange 2000 and servers running eatier versions of Exchange; however, even in the
same routing group, Exchange 2000 servers communicate with each other using SMTP.

Planning Routing Group Boundaries

Administrators of Exchange 2000 Server tend to plan their routing groups the same way that they
planned Exchange 5.x sites—by the availability and reliability of network bandwidth. Thisisa good

approach to begin with, and in the majority of situations, your routing groups will be organized the same
as eatlier versionsof Exchange sitesduring the coexistence phase. Pethaps one of the biggest factors
for dividing older Exchange designs into sites was theissue of synchronous RPC connectivity and its
implications for slow or unreliable networks. Exchange 2000 serversin the same routing group
communicate with each other using SMTP, which isasynchronous and can work efficiently on all types
of networkbandwidthsand latencies; therefore, large routing groupsare less of a concem.

The most important factor to consider when you are determining routing group boundairiesis the
stability of the network connections between the servers within the routing group. In casesin which
network links are prone to failure or occasonal problems, you should divide the seners into separate
routing groups.

In the majority of installations, SMTPis used to connect routing groups. Because this protocolis
tolerant of many network conditions, you might wonder if there is any benefitin dividing Exchange
servers into routing groups.

Same Routing Group
The following conditionsmust exist for servers to belong to the same routing group:
» Exchange servers must belong to the same Active Directory forest.
» Exchange servers must have pemanent, dirrect SMTP connectivity to each other.

» All serverswithin the routing group should alwaysbe able to contact the routing group master,
which thispaper discusses later.

Multiple Routing Groups

The following are reasonsto divide installationsinto multiple routing groups:
* The base prerequisites are not met.
* The undedying networkis frequentlyunreliable.
» The messaging path must be altered from single-hop to multi-hop.

» If messages should be queued and sent on a schedule.
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* Forextremelylow-bandwidth connections for which X.400 connectivity may be more
appropiate.

» For dient connections to public folders, because thisisbased on the routing group
architecture.

Routing Groups and Public Folders

In Exchange Server5.x, dients use the site boundary to determine the cosest replica of a public folder.
Exchange Sener5.5introduced the concept of a sub-site that allowsan extra level of granularity within
a site. Across sites, you can assign affinities so that a local client can access a public folder beyond the

site boundary.

In Exchange 2000 Senver, dients access public folders by making a call to routing; therefore, public
folders on servers that are in the same routing group in which the user's mailbox residesare preferred.
When a user attempts to access a public folder thathas replicasonly in remote routing groups, the
messaging connector cost detemmines the dosest replica; this isthe equivalentof an Exchange 5.5
affinity. Note that these affinities are automaticallyenabled (unlike Exchange 5.5), but there isa flag on
the messaging connector to prevent public folder referralsacross the link.

Content Restichions I Delivery Options I Detailz
General | Femaote Bridoehead I Deliven Restrictionz

% Mame: IFEGI: to Morth America

Connects this routing group with:

I Marth Arnerica [First Administrative Group) j

Cost: |'|

Local bridgeheads:

FIMNGJOHM & Default SMTP Yitual Server
LITTLEJOHMN % Detault SMTF Virtual Server

Add... Remove |

[ Do not allow public folder referrals

] | Cancel | Apply Help

Routing Groups and Windows 2000 Sites

A Windows 2000 site is defined by a collection of resources or IP subnetsthathave good connectivity
to one another. The desgn methodologiesfor routing groups are dmilar to this, and you might wonder
why dtes and routing groupsarent tied together. There are a number of reasons for this. First,
customers state that distinct groups of administrators control enterprise messaging and the directory
and networkinfrastructure. If a network administrator moves a serverto adifferent IP subnet, the
Exchange administrator does not necessarily want the server moved to a different routing group
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because doing so could negativelyeffect routing pefformance and change public folder access.
Additionally, Active Directory stes do not have the conceptof costs with one another; therefore,
generating efficient connections would be impossible.

The three keyissues to keepin mind when designing routing groupsare:
» Sernverswith dow (ut resilient) links can be part of the same group.
* Routing groupsare dynamicand you can change them at any time.

» Publicfolderaccessis determined by the routing group architecture.

Message Encryption

Another consideration to be aware of is the ability to securely tranamit messages on the wire. Because
Exchange 5.5 uses RPC for transferring messages within the site, and because RPC packetsare
always encrypted, the packets that make up amessage on the wire are not readable. Because SMTP
is used as the default transportin Exchange 2000 Sewver, packetdevel securty isnolonger
guaranteed. In perspective, although the packetsare non-encrypted by default, the message bodies
are MAPI-encoded (f sent byan Outlook dient) and not eadly readable. However, if your deployment
requires packetdevel encryption between seners, consderusing IPSec in Windows 2000. For more
information about IPSec, see the Windows 2000 Server documentation. Another approach isto deploy
a Key Management (KM) server and cettificates, which encrypt data at the message level. Evenin
Exchange 5.5, thisis the preferred way of secuting the content of messages. The advantage of usinga
KM senerand certificates isthat the entire messageis secure from end to end. Thisis desirable;
however, youll need to do additional planning to deploy the KM server propetly.

Large Organizations

For administrators who have deployed Exchange Server5.x inlarge, geographically dispersed
companies, site boundalies are extremely important. A small number of sites spanning slowlinks can
cause RPC timeoutsand MTA thread-blocking; too many sites drastically increases the number of
directory replication messagesand other background traffic.

Fortunately, the new Exchange 2000 Server directoty and messaging architecture removes these
concerns. Thereis no real limit to the number of routing groups that you can create, but you should try
to keep the number to under 1,000 foradministrative reasons. Remember that more routing groups
mean largerlink state databasesand potentiallymore status data to replicate; however, this should not
serioudy affect the performance of the messaging infrastructure. Asa guideline, each object in the link
state database (routing group, connector, server) requires roughly 32 bytes of memory; therefore, an
Exchange organization with 200 routing groups, 250 connectors, and 500 senvers requiresjust over 32
KB of memolty oneach server to hold the link state database.

Mixed-Vintage Exchange

For maximum coexistence flexibility, you caninstall an Exchange 2000 serverintoan existing
Exchange 5.x site. Thisallowsa company with eatlier versionsof dients and servers to take advantage
of new featuresin Exchange 2000 Serverwithout having to upgrade the entire installation. Some
companies may also see thisas a desirable method for upgrading existing Exchange servers to
Exchange 2000 Serwer. For more information, see the white paper, PT103 — Exchange 2000
Coexistence and Upgrades.

When an Exchange 5.x server must communicate with an Exchange 2000 server (and vice versa)in
the same ste, X.400 over RPCisused forthe message transfer. If two Exchange 2000 seners are
presentin a mixed-vintage site, they communicate with each otherusng SMTP. This feature can
drasticallyimprove message throughput for those companies that have deployed hub dtes spanning
slow networks with Exchange 5.5. By upgrading the hub servers to Exchange 2000 Selver, the existing
spoke site and connector architecture can remain undisturbed while messages are streamed between
the hub senvers using the fast SMTP protocol rather than RPC.

Exchange 2000 Message Routing 22 Microsoft Corpor ation



Connecting Routing Groups

Connecting Routing Groups

Afteryou define routing group boundaries, you must connect the components of the groups using a
connector. As with eadier versions of Exchange, a number of optionsare available.

Routing Group Connector

A Routing Group connectoris the preferred connector for linking routing groups. Ituses SMTP as the
native transport mechanism and obtainsits routing and next-hop information from the link state
database. The following table outlines the attributes of Routing Group connectors.

Attribute Explanation
Name Name of the connector.
Local Bridgeheads Defines which messaging senvices (or servers) in the local routing

group act as bridgeheads for message transfer.

Remote Bridgeheads Defines which messaging senices (or servers) in the target
routing group can be used for message transfer.

Connects this routing group with Name of the target routing group (drop-down list).

Cost Logical cost of the connection.

Content Restiictions - Priorities Spedifies whether High, Normal, or Low prioritymessages can
traverse the connector.

Delivery Options - Scheduling Spedifiesthe active schedule for this connector. Oversize
messages can be sent on a different schedule.

Delivery Restiictions - Everyone Spedfies whethermessages from Everyone are by default
Accepted or Rejected.

Delivery Restiictions - Accept Lists the recipients that can alwaysuse the connector.

Delivery Restiictions - Reject Lists the recipients that can never use the connector.

A Routing Group connectoris unidirectional, so you must use two Routing Group connectors to form a
bidirectional linkbetween two routing groups. After a Routing Group connectoris created, System
Manager can automatically configure the adjacent Routing Group connector for you.

Although a Routing Group connectoris described asusing Simple Message Transfer Protocol (SMTP)
to transfer messages, technically a Routing Group connectoris transport protocol-independent. A
Routing Group connector isthe equivalentof a Site Connectorin Exchange 5.5; therefore, dutingan
upgrade of a 5.5 bridgehead server that supports Site Connectors, these connectors are upgraded to
Routing Group connectors that communicate using remote procedure call (RPC).

Note In the Exchange 2000 Server Beta 3 release, messages are routed to servers over Routing Group connectors by their

NetBIOS names. This will change to the fully-qualiied domain name (FQDN) of the server in subsequent releases of Exchange
2000 Server.

SMTP Connector

An SMTP connector isanalogous to the Internet Mail Senice in eaflier versionsof Exchange. It can be
deployed for use between Exchange and other SMTP-compatible messaging systems, suchas UNIX
sendmail or other SMTP hosts on the Intemet. The majordifferencesbetween a Routing Group
connectorand an SMTP connector are:
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* The SMTP connector usesa smart host or mail exchanger (MX) recordsin DNS for next-hop
routing (although they do relay link state information when configured between routing groups
in the same Exchange organization).

* You can set custom authentication and encryption for the connection.

e You can deploy an SMTP connector between two independent Exchange organizations (that

is, Active Directory forests).

The following table outlines the attiibutes of SMTP connectors.

Attribute

Explanation

Name

Connector name.

Local Bridgeheads

Defines which messaging senices (or servers) in the local
routing group act asbridgeheads formessage transfer.

DNS/Smart Host

Spedfiesthe name (IP address or DNS name) of the next-hop
ornotifies the serverto use DNS and M X records for delivery.

Address Space

The SMTP domainsthat this connector can reach. Each entry
hasanassociated cost. The scope of the connector can also
be configured so the address spaces are restricted to the local
routing group.

Connected Domains

Namesof other routing groups that can be reached through
this connection.

Content Restrictions - Prioiities

Spedfies whether High, Normal, or Low prioritymessages can
traverse the connector.

Delivery Options - Scheduling

Spedfiesthe active schedule for this connector. Oversize
messages can be sent on a different schedule.

Delivery Restiictions - Everyone

Spedifies whethermessages from Everyone are by default
Accepted or Rejected.

Delivery Restiictions - Accept

Lists the recipients that can alwaysuse the connector.

Delivery Restiictions - Reject

Lists the recipients that can never use the connector.

Advanced — ETRN/TURN options

Spedifies whether this server should issue an ETRNor TURN
command when connecting to remote servers.

Advanced — HELO orEHLO

Spedfies whethera HELO commandis sentinstead of a
EHLO command when making an outbound connection. This
can be changed based upon the interoperability required with
the SMTP host

Advanced — Outbound Secuiity

If an ELHO commandis sent, this specifies the authentication
required for outbound connections. Possible optionsare
Anonymous, Basic authentication, or Windows security
package.

Advanced — Seculity - TLS

Spedfies whetherTransport Layer Security (TLS) should be
applied.

Advanced - ATRN

Lists the user accounts that are allowed to use the ATRN
command.

X.400 Connector

The X.400 connectorisprovided for three reasons:
e Connectivity to other X.400 MTAs
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» Connedtivity to an X.400 senvice provider
» Connecting two routing groups

If you are familiar with the X.400 connector in eatier verdons of Exchange, the suppott for X.400 in
Exchange 2000 Sewer will be familiarto you. There have been some architectural changes, such as
the switch to Lightweight Directory Access Protocol (LDAP) directorylookups instead of XDS, and RFC
2156 MIME Intemet X.400 Enhanced Relay suppott has beenimplemented to allow full X.400 and
SMTP interoperability. Note, however, that X.400 connectors over the TP4 protocol are no longer
supported because Windows 2000 does not supportTP4.

You can use the X.400 connector to link routing groups. Thisis desirable if only X.400 connectivity
exists, orif the network linkis unreliable or extremely shott ofbandwidth. The X.400 MTA allows
graceful recovely of associations when there are transient problemson the network. However, the
X400 protocol caries an enormous amount of baggage’ with it and enforces strict handshaking and
acknowledgement rules. Because of the dmplicity of SMTP, youll find that for general message
communications, SMTP s a faster transpott mechanism.

When you use an X.400 connector between routing groups, link state information is passed between
MTASs by sending a message blob before user interpersonal messages (IPMs) are transferred.
However, unlike a routing group connector, you can define only a single host for the local and remote
bridgeheads. Thismeans thatload balancing and bridgehead fault-tolerance can be achieved only if
you have multiple X400 connectorsin place.

Non-Connected Networks

When an intemittent connection orno direct connectivity existsbetween routing groups, you still need
to deploy a connector to enable messaging. A prime exampleis a situation in which asynchronous dial-
up through a modemis the only form of connectivity betweenlocations. Unlike eallier versionsof
Exchange, Exchange 2000 Server doesnot indude a Dynamic RAS Connector. Instead, you can
achieve more efficient routing by usng one of the connectors Exchange supplies (Routing Group
connector, SMT P connector, X.400 connector) over an on-demand connection that the operating
system supplies. Thistakesadvantage of the Routing and Remote Access components that Windows
2000 offers.

SMTP Performance and Message Payloads

Some people may be concemed about the performance of an SMTP transport over X.400 as
implemented in earlier versions of Exchange. A quick test with Exchange Server 5.5 shows that in
some drcumstancesmessage data transported in SMTP or Multipurpose InternetMail Extensions
(MIME) fomat canbe larger than the same data transported over RPC or X.400 over T CP/IP.

Tabk 11 - Asimple phin text message. Traffic includes bindingandauthertication of the MTAs

Connector Traffic Sent Traffic Received | Total Frames
RPC 7484 bytes 3,889 bytes 60

X.400 4,087 bytes 751 bytes 19

Intemet Mail 6,962 bytes 1,376 bytes 30

Senice

Tablke 12 - Asimple phin text message.MTAs akeady bound

Connector Traffic Sent Traffic Received | Total Frames
RPC 4,744 bytes 1,434 bytes 24
Exchange 2000 Message Routing 25 Microsoft Corpor ation




Connecting Routing Groups

X.400 3,653 bytes 319 bytes 13
Intemet Mail 6,962 bytes 1,376 bytes 30
Senice

Tabk 13 - A message with a 304Kb attachment. MTAs akeady bound

Connector Traffic Sent | Traffic Received | Total Frames
RPC 342,302 bytes | 19,629 bytes 471

X.400 332,366 bytes | 12,279 bytes 454

Intemet Mail 453,164 bytes | 13,258 bytes 523

Senice

The SMTP protocol that Exchange 2000 Server uses ismore sophisticated than the protocolsin
Exchange 5.5. When configuring the Intemet Mail Service between two Exchange 5.5 senvers, all
messagesare sent in Base64 encoding. This meansthat8-bit data must be converted to 7-bit data,
which causes a payload ovethead. With Exchange 2000 Senver, when the SMTP dientand sewverare
both unning Exchange 2000 Server, data is transferred in 8-bit format (verb: 8BITMIME); therefore, no
size penalties are incurred. Tests have proven that InternetMail Senicein Exchange Server5.5 can
perform better than the X.400 connector by asmuch as300 percent, mainly because both RPC and
X.400 transports rely on stingent call setups, handshaking, and acknowledgements. Itistrue to say
that SMTP doesn't carryas much ovethead as these other protocols. With the additional performance
improvementsmade in the Exchange 2000 Server SMTP stack, such as CHUNKING and PIPELINING
(formore information, see Appendix A), this positive performance gap between SMTP and X.400
increaseseven further.

Routing Group Connection Arrangements

Now that you understand routing group boundatlies and the type of connectors that you can use to
connect routing groups, you candecide on a strategy for connecting multiple routing groupsin an
organization. The two most common methods are hub and spoke and mesh.

A careful examination of the networkis necessary so that connectivity between ruting groups can
follow the undetyinginfrastructure asmuch aspossible. Ingeneral, you do not wanta point-to-point
connection to travel overmany network routers, because thisincurs latency on the connection and can
cause time-outs. Additionally, you shouldn’t route messages to a hub routing group that’s far away, if
the destination islocal to the source.

In earier versions of Exchange, many dte deployments were connected in a hub and spoke
arrangement for scalabilityand to reduce directory replication latency. Additionally, many designers
refrained from implementing shortcut or redundant routes between spokes because this created
message ping-pong issues when network connectivity failed. Although you can configure a hub and
spoke routing group arrangement in Exchange 2000 Senver, many of the deployment issues found in
earier verdons of Exchange have been eliminated, mainly because of the new the directory senice
architecture and the implementation oflink state data.

Routing Group Deployment Scenario

The following example walks you through the design of routing group architecture, connectivity choice,
and connection arrangements.
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The following diagram shows the physical location for usersin the companyand the networklinks
deployed.

512Kb/sec

4Mbl/sec

1Mb/sec

128Kb/sec 256Kb/sec

256Kb/sec

Although there appears to be a high-bandwidth link between two locations, you also need to consider

other traffic that maybe present on the line when calculating the net bandwidth available. In addition,
you need toask the following questions:

» Are there certain groupsofusers that send large messagesto one another on a regular basis?
* What's the average size of message that travels across the network?
*  Whichpublic foldersdousers access?

Many of the desgn philosophies you used when designing site architecture for Exchange 5.x can be
reused for Exchange 2000 Sewer. After you perfom the analyss and understand the busness
requirements, you can lay out the boundaries.
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RGC (10) Far East

USA North

RGC (10) RGC (20)

USA South

RGC (10)

As you can see from the final strategy, you can group multiple locations together to form single routing
groups, although you must understand the impact this has on dient connections to public folders. In the
previousillustration, although USA North and USA South belong to the same routing group, this can
resultin dow public folder access.

Routing Group connectors are used in this scenatio because they offer the best functionality and
resilience. Each Routing Group connector uses the concept of source and target bridgehead servers.
To get the maximum effidency from the network, the bridgeheadsare configured so that all
connedionsocaur over a gngle network link; forexample, the tamet bridgehead servers spedfied in
the connector from USA South to USA North onlyindude connedor seners in Seattle, because no
direct network connectivity exists between Houston and New York. Note that unlike the Site Connector
in Exchange 5.5, multiple target bridgehead servers spedfied ona connedorare notusedina cost-
weighted mechanism, nor are they used on a round-robin basis. Essentially, when message transfer
takesplace, alocal bridgehead sernverreads thelist of target senvers and chooses the first one on the
ligt. If the first serverisdown, the bridgehead seneruses the second senver, and so on. Subsequent
messagesuse the same algorithm.

You canimplement differentmessaging costs to dictate the primary messaging path. In the previous
scenalio, the Far East and Aus routing groups have a higher cost link between them, so messages
between London and Sydney go over the more reliable networklink through Houston.

Under nomal conditionsin which multiple routes exist with the same cost, Exchange 2000 Senver uses
only one of those routes. Exchange uses the secondary route onlyif the first route fails. A similar design
with Exchange Sener5.5 uses the same cost connectionson a round-robin bas's, which makes
management difficult.

Exchange 2000 Message Routing 28 Microsoft Corpor ation



Link State Information

Link State Information

Message Routing Concepts

All enterplise messaging systems require a way of way of passing routing data to one another. With
Exchange 2000 Server, when you place a connector between two routing groups, a costis associated
with the link. A costisnot expressedin monetary terms but detemmines preference when multiple
routesare available; the lower the cost, the more preferable the route.

Exchange 2000 Setrver builds on the rich routing architecture in Exchange Setver 55, whichmakes
routesand costs in the omganization available to any messaging sener. Eatlier versonsof Exchange
use the concept of a outing calculation server;ineach Exchange site, one server collects the available
routesand costs from the diredory and forms a GWART . The GWART ispropagated toall senersin
the Exchange ste so that they have information about the routing topol ogyin the organi zation.
However, this routing architecture cannotdetect routing problemsin the downstream network. If a
network link or bridgehead server fail s, no mechanism exists for communicating thisinformation to the
rest of the Exchange organization.

Introduction to Link State

Although Exchange 2000 Server uses routes and costs, a newlink propagation protocol has been
implemented, whichis called the Link State Algorithm. Thisis based upon Djkstra’s algorithm from
1959 and hasbeen used extensively on the Intemet for many years in the form of Open Shortest Path
First (OSPF) routers. The Link State Algotithm propagates the state of the messaging systemin amost
real ime to all seners within the organization. This has the following advantages:

» Each Exchange server can make the best routing dedsion at the source instead of sending
messagesdown a pathin which a downstream linkmay be down.

» Message ping-pong between senersis eliminated, because each Exchange 2000 sener has
information about whether altemate or redundantlinks are up or down.

» Iteliminates message looping problems.

This architectureis extensgble, anditispossible that future versions of thisarchitecture will be able to
use the data storedin Active Directory through hardware such asnetwork routers; thisis known
collectively as Directory Enabled Networks.

Howv Link State Works

Link state informationismost effedtive when you configure multiple routing groups in the organization,
particulafy when redundant paths are available. Each routing group has anominated master receives
link state information from different sources. The master keeps track of thisdata and propagatesit to
the rest of the senvers within the routing group. The master ensures that all serversin the routing group
advettise the same information to the rest of the woi d; therefore, the routing group master increments
the version number of the routing database foritsgroup. The magterisnomally the first severto be
installed in the routing group, but you can spedfy a different routing group master using System
Manager. The routinggroup masteristhe RID.

There are differencesin the way that link state datais propagated between routing groups and within
the routing group. Between groups, newinformation is relayed through SMTP on port 25 and is sent
between sewvers when a change takes place. Within a routing group, link state informationis sent to
and received from the master on T CP port 3044 (to be changed toport 691in Release Candidate 1
andlater). When a non-master sernver receives new link state information, the serverimmediately
transfersit to the master senver so that other severs can receive information about the routing change.
There are only two states for any givenlink, up or down, so connedioninformation, such aswhethera
linkisadive orin a retry sate, is not propagated andis known only on the serverinvolvedin the
message transfer.
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Al link state datais heldin the memory of the Exchange 2000 setvers, the datais not storedona disk
If one of the senersis recyded (nduding the master), the running seners redistribute the information.
The definiionsof connedorsand costs are notheld in thelink state database but are read from Active
Directory on startup. The link state database refers to the connedion byitsglobally uniqueidentifier

(GUID).

Link State Updates

When a blidgehead seiver deteds alink isunavailable, it tags that connector as DOWN and
propagates the data to the routing group master. The masterimmediately noftifies the other senersin
the routing group of this change and propagates thisinformation to other routing groups. The following
is an example of anetworkmonitor trace of a link state update between amember and amaster.

00000030
00000040
00000050
00000060
00000070
00000080
00000090

20
65
38
30
30
20

7B
56 53 5F
65 38 66
35 35 64
66 37 62
37 35 36

30
43
31
37
37
38

30 30 30 30
4F 4E 4E 20
36 35 34 64
66 37 64 31
62 66 66 34
63 66 38 62

30 35 31
37 66 65
62 63 32
20 63 33
33 38 65
39 20 44

7D {00000051}

31 32 65 66 .VS_CONN. 7f e12ef
37 31 37 35 ee8f 1654dbc27175
38 30 61 62 855d7f 7d1. c380ab
66 62 38 37 Of 7b7bf f 438efb87
4F 57 4E 20 07568cf 8b9. DO

The information contained in thistrace breaks down as follows:

«  The number in parentheses refers to the numberof bytes (in hexadedmals) remaining in this

packet.

e The first hexadecdmal number (7FEL2....) relates to the GUID of the connector affected.

e The second hexadedmal number (C380A....) relates to the GUID of the vittual server that
detected the change.

e The final word (DOWN) sets the status of the connector.

As dtated eallier, data istransferred between routing groups over SMTP on pott 25. The format of the
data is roughly similar to that of the intra-routing group communications. However, if you are performing
a network trace for link state data, you will natice the X-LINK2STATE command verb denotesthe type
of data, and the informationis sent in chunks (FIRST CHUNK, SECOND CHUNK, LAST CHUNK).

Link State Walkthrough

The best way to gain an understanding of howlink state works and whathappens to messages in the
event ofa failure is to examine a scenario. Imagine the routing group configuration in the following
diagram and assume that Routing Group connectorsare deployed.
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Normal Message Flow

As you can see from the cost of the connections, amessage sent from RG1 to RG4 will hop by means
of RG2 and RG3.

Single In-Line Failure

Assume that the network failsbetween RG2 and RG3. Unless messagesare waiting to be transferred
ower thislink, the failure isnot detected immediately. If a userin RG1 sendsa message to another user
in RG4, the routing process take placesas follows:

1.
2.

The blidgeheadin RG1 sends the message to a targetblidgeheadin RG2.

Through a call to routing, RG2 attemptsto open a SMTP connedion to a target blidgeheadin
RG3.

If there are multiple target bridgeheads spedfied on the connedor to RG3, the local
bridgeheadin RG2 attempts to open a connedionin sequential order in case a single
bridgehead fails.

If none of the bridgeheadsin RG3 can be contacted, the connection goesinto a GLIT CH-
RETRY state. The connection waits for 60 seconds and then retiies the transfer.

If, after three reconnedion attempts the link till does not operate, the connedionis marked as
DOWN and a call to routing ismade to reroute the messages weitingin the queue.

The bridgeheadin RG2 connectsto port 3044 of the RG Master and sendsa link DOWN
notification.

The RGMasterin RG2 immediately floods this data to all other Exchange 2000 senersin the
routing group.

The blidgeheadin RG2 calculates that analternate routeis available to RG4 by meansof
RG1, RG5, and RG3.

Before the messages are routed back through RGL, link DOWN informationis sent to the
bridgeheadin RG1. The communication takes place by usng the X-LINK2STATE command
velb afterissuingan EHLO command.
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10. The bridgeheadin RG1immediately connectsto the RG Masterin RG1 through port 3044 and
transfers the link DOWN information.

11. The RGMagterin RG1 immediately floods this data to all other Exchange 2000 senersin the
routing group.

12. Using the new linkinformation, the bridgehead in RG1 calaulates that the best route to RG4is
by meansof RG5.

13. Before the message is routed to the biidgeheadin RG5, the link state informationis
propagated to the bridgehead in RG5. There isa possihility that RG5 has already detemined
that the linkis downifmessages were already routed from RG3 to RG2.

14. RG5 ocontinues the process, routing the messages by means of RG3and on to the destination,
RGA4.

Returning a Link to UP Status

Although messagesare now flowing through the altemate route, this linkmay be more costly, and the
servers must be notified when the original linkis available again. After a linkis tagged as DOWN, the
ofginal bridgehead continuesto retry the connection at 60-second intervals. Although no messages
are awaiting transfer, the retryis smply an attempt to open port25 on the destination server. Oncea
good connedionis established, the bridgehead notifies the local RG master that the connection is
available again.

Multiple InLine Failure

Perhapsa moreinteresing scenariois onein which multiple link failuresoccur. With earlier versions of
Exchange, the message ping-pongsbetween the links attempting to find an open connection. After 512
loaps, an NDRis generated. However, because oflink states, Exchange 2000 Serverismote effident,
forexample, take the previous scenalio and assume that the networklinkbetween RG5 and RG3 also
goes down.

1. The bridgeheadin RG5 attempts to open the connedtion to a targetbridgeheadin RG3 and
fails.

2. The oonnedion enters the GLITCH-RETRY sate and retiies for three imesat 60-second
intervals.

3. Ifaconnection still cannot be established, thelinkis tagged as DOWN and the RG masteris
notified {he routing group masterin tum floods the state to the other servers within the routing
group).

4. A calis made to routing on the bridgehead senver, which calculates that all available routes to
RG4 are down; therefore, the cost of the connedionisimpliatly INANITE.

5. The messages remain in the queue; a further call to routing ismade every60 seconds to see if
any links are available.

6. Ifalinkbecomes available, messages are rerouted as appropriate. If the messages are il in
the queue after 48 hours, they are retumed as NDRs to the senders in RGL.

Subs equent Messages

Another interesting facet oflink state information is what happensto subsequent messages that are
sent once alinkis tagged as down. In the scenaiio with a single indine failure, other messages
addressed to usersin RG4 areimmediately routed through the alternate route because each serverin
the organization has information that the primary route isdown. In the scenaiio with a multiple indine
fallure, new messages submitted to RG1 stay in the queues on RG1. This is the most appropriate place
to queue the message because eitherof thelinks could come back up first.

Routing Group Master Failure

If a routing group master fails oris taken offline, bridgehead seners still acceptand act on new link
dtate data that they receive, ensuting thatloop-free messaging is still in place. While the masteris
offline, thereis a chance that a message may be sentover a linkin which the downstream connection
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is not fundioning. Thismeans that the routing isnot optimal while the masterisdown; however, this
configuration still does notallowmessage loops.

If a master is offline formore than a few minutes, you may want to inteneene and select a new serverto
become the master. Thisisa very smple process, which you can accomplish usng System Manager.

Viewing the Status of a Link
You can view the link state database in System Manager by navigating to Tools, Monitoling and Status,
and then the Status node.
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EDK Gateways and Connectors

Link state informationismogt effective when used foreffidenty routing messagesbetween Exchange
2000 seners. Although Exchange Development Kit (EDK) Gateways and Connectors such as the
Lotus cc:Mail Connector, MS Mail Connector, Lotus Notes Connedor, and Novell GroupW se

Connector display their link state information, their status isalways shown as UP.
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Transport Management

Performance Monitoring

As in eatlier versonsof Exchange, the most effective way to cal culate performance andidentify
transpott issuesis to watch the queue levelsin Microsoft Windows NT Performance Monitor. This
mechanism uses the least intrusive and most resource-effident method for detecting problems.

Queue Viewing

Once you recognize thatanissue exists with a queue, you may want to look into the virtual sewverto
see the messages awaiting transfer. There may be a large message in the queue that is dogging the
transpott, or an application may be sending hundredsofmessagesinerror.

The queue viewer is greatlyimproved over eatlier versions. Not only can you enumerate messages in
the queue by a filter, but you can see the sender, receiver, and subject of the message. If a particular
messageis causing a problem, you may dedde to retum it to the senderwith an NDR . If an entire
gqueueis causng a problem, you can freezeit without affecting the other messagesin the system.

The queuesthat System Manager shows are linkqueues (they showthe next hop in the message
path). These queues are dynamically created and deaned up asnecessary. If the next hopis
unreachable, the queue state and icon change to reflect this.
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Message Tracking

By default,a message canpass through the system withoutleaving a trace. Youmay dedde that for
management, monitoring, or hilling reasons you need to enable message tracking. In this configuration,
eachmessage istracked asit is submitted to the server, passes between components, andis
transferred across the network Al tracking datais held in a set of plaintextlog files on each sener.
This functionality is very similar to thatin eadier versons of Exchange; however, now you have the
option of logging the subject ofeach message.
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Appendix A: Understanding Advanced SMTP Command Verbs

The Exchange 2000 Sewver Simple Mail Transfer Protocol (SMT P)vittual server supports the
advanced fundtionality required to make it as (orin some cases, more) functional and perform as well
as the X.400 message transfer agent (MTA). All of the performance extensions that Exchange 2000
Senerusesare standards covered by the Intemet Engineering Task Force (ETF).

Chunking

SMTP asdefined under Request for Comments (RFC) 821 spedfiesthat the DATA command is
issued by the SMTP dient to signify the start of the actual message data representation. This standard
also spedfies that the end of the datais signified by the sending ofa cariage retum — line feed, full
stop, cariage retum — line feed. This isa very dow andinefficdent way of sending the data chunk,
because the SMTP host must continually scan for the end of the data representation. The majority of

SMTP serverson the Internet, induding Exchange Senver 5.5, support only thismethod of sending the
data.

To overcome this peiformance bottleneck, Exchange 2000 Server implements the BDAT command
from the CHUNKING EMSTP spedfication, as defined under R-FC 1830 (http://sunsite.cnlab-
switch.ch/ftp/doc/standard/rfc/18xx/1830). Essentially, this replaces the standard DATA command
verb with BDAT and anargument. The argument spedfies the expected number of bytes in the
message chunk that the sener (thatis, the receiver) should exped. The server now needsto count the
number of bytes received from the wire; when thisnumber equals the value givenin the BDAT
argument, the server assumes it has received the entire message.

An Exchange 2000 sener advertises that it suppoits the BDAT extengon when a dient sendsan

EHLO command. Similarly, when an Exchange 2000 senerisacting as an SMTP dient, uses
chunking if the senver advertisesiit.

Pipelining

The RFC 821 SMTP standard defines that for each SMTP commandissued, anacknowledgmentis
sent. For many of the commands, thisisnomally the 250 OK acknowledgement, which means that the
last command was successful. As SMTP implementationshave become more reliable and many of the
interoperability problems have been eliminated, the overhead of waiting for a command
acknowledgement can dow down the overall performance of the message transfer. Thisproblem is
patticulady noticeable on high latency networks.

To overcome this performance bottleneck, Exchange 2000 Senerimplements pipelining as defined
under RFC2197 (http:/sundte.cnlab-switch.ch/fp/doc/standard/rfc2 1xx/2197). This allows multiple
commands (suchas MAIL FROM, RCPT TO) to be streamed from the SMT P dient to the host without
waiting for an acknowledgement.
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